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I. INTROD UCTORY REMARKS AND FOR~lULATIONS

Pro blem s of opt imum resource d istribution appear when the re are several op­
erat icns consuming a. resource of the same kind and at the same time effectiveness
of any operation fulfi lment depends on the quantity of resources assigned to it while
t he tot al amount of resource is limited. The above si tua tion occu rs in a great num­
ber of applications . In many of them a distributed resource is quan tified or we
shall say, po rt iooal. One-ty pe equ ipment units , production workers , s tanda rd ized
capacities, containers and even fi nancial means ca n be considered as a portional
resource if allo tted su ms are distributed wit h a. preassigned accuracy.

Problems of portional resource opt imu m distribution require combinatorial
m ethods in a formaliz ed solu tion . This paper is dedicated to generalization of
t he known methods and development of new combinatorial methods of so lving the
problems of por tional resource optimum distrib ution and the essential place in th is
work is given to the results of experiment al tes t ing of the proposed algorithms.
Three mathematical models whi ch are dose to one another with res pect to the
applied solution methods are t rea ted as representative app lica t ions .

The first out of the three mathematical models is considered as follows. Let Yo

be a tot al volu me of a distributed portional resou rce . i.e. Yo is integer . Let there be
Jf opera t ions with the effect iveness of each i-th opera tion bei ng de te rmined by the
effective ness fun ct ion 'l' ; (y;) whe re Yi is the volume of resource assigned to the i-th
o pera t ion (Yi as well as Yo are int egers and i = 1, .\/). Then the problem, whi ch
will be further refe rred to as POPROt , is formulated as follows:

.\f

L: '!' i (Y;) - ex", ( 1.1 )
1=1

su bject to:

.\f

L u, = u«.
1=1

Yo - Integer

!Ji - integer. i = I , .\f .

( l. ~)

( l.3 )
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I [ote th at the effect ive ness fun ctions II/(y ) ca n es t imate the effec t of o pera t ion
fulfilment (fo r example , the cos t o f a produced item) as well as the expenses coverrng
o perarro ns fulfilment ( fo r exam ple, the time spen t) . The objec tive fuucrrcn lD (1 I,
ca n be maximized [exrr j = max) or minimized (ext r t = min). As to the val ues
$1, 1 nd Y.,. they can get minimal and maximal levels of resource consum ption m
separate o pere t rons.

Alon g with POPROt its minimax (m aximin) var iant is cons idered which is
called POPRD2 and Cormulated as follows:

ex'" {'" 0 (y; )} - ext rj
i=I ,M

( 1.5)

with the constraints ( 1.2) and (1.3) . In (1.5) ext t, an d ex t rj have opposite values :
if extt, = max, then ext r j = min and vice versa. The objective function can be
int erp re ted for example as a maximal duration of all opera tions fulfilment under the
cond ition that these operations are being fu lfilled in parallel. And the effectiveness
function ~i ( yil should be interpreted as t he fulfilment time of the i-th operat ion
with the resou rce Yi assigned to it .

Incidentally, with the same interpretation of effec tiveness funct ion in P O P RO t
it will rep resent a problem of minimization (wit h ex t rj = min ) of the total time
spent on fulfilment of the initial complex of opera t ions , but under the condition
of sequenti al opera tions fulfilment unlike those fulfilled in pa ra llel in P OPR0 2. It
should be no ted that another "time" interpretation of POPROt can be considered
Let Yo represent the time assigned for all operations fulfilment under the condition
tha t they e re seq uen t ia lly fulfilled (in an arbitrary or tbe assigned order) . Let t he
total time be dis tribu ted between operat ions on the assump tion t hat it is qu antized
(this assu mption is fully justified when conside ring the planni ng problems where
the check periods include the entity of shi fts, days , quarte rs, etc.). The effectiveness
funct ion in t his case determ ines t he cos t of an operation, when it is given a time
interval Yi for its fulfilment. It is required to dis tribute times between operat icns
'00 that the total cost of the complex of opera tions fulfilment will be mini m ized .

If w... have in view t he above POPRO) interpretat ion then irs gene raliz a t ion
for t he complex of opera t ions which contams the constraints of the p receding . leads
to the followi ng problem which will be referred to M POPRD3 and formulat d
r, 110,"". (

L. 1 I ~e order of fulfi lling the o perar ions in the ini t ia l c mph x be - igned b
rhe network GMconsist ing of .\1 arcs whi ch correspond to o pen.lion anti m \ en ic

f,aratmg ~h,. preceding opera tions from t hose direcrlj fc llo.....m~ t hem \\ irh no
II C''' IUUU''y In the s y~ 1 m of the preced ina cons traint. 1:1 the net ..... or k (~~ there U ,

j I " If Ul t.$ n e"$ul..s. Without hml llD~ l h· ~,. nl!' ra1il) . Wt ffiM CO li rd r Ihal n \h



uull I netw or t here ~.x i !i t o ne" inlllAI ver t .. ,l wuh no IIIIHJI rn nd U II~ filial ...rrvl

with no o u t p u t ares . These verti ces are ~l "'f"n the mdicee I nd rn, r P".C IIV I)' Let
us oci I f' to lil t! ~,.t of arc / 0 = (1 ,2, . . , .\I } of the 1It'lwork C: t h (unct ion

~l i) nd h(i ). For each arc i E 10 • g(i ) nd h(i ), the initial nd final ver u rea, f ~

respect ively indica ted . Furth.. r co nsider th.. cha racte r o f a r..sou rce dist nbut ..1"i III

POP RDJ (t ime is dist rib uted) and int ro duce the veriab les :J (j E 1m ) LilliI' of
occu rri ng eve nts. co n nec ted with t he vertex j . The tim e ::j of an y event occ u rred (or
J > 1 will be .1. pe riod of t ime from the mom ent of complex opera tions s ta rt t ill t he
comple tion of a ll opera t ions, represented in the complex ne twork by arcs included
in the vertex j (hence, for example, =1 :::; 0) . Now POPR D3 can be formulated as
follo ws in t he variab les : J :

with t he co ns t ra ints

..,
L: lII i [=h ( i ) - =,(i)! - ex t r j
i=1

Zj are integers. j = I , m .

(1.6)

( J.7)

(1.0 )

(1.9)

\Vith t he P OPRD3 formulat ion in the form (1.6)-( 1.~) it is assumed that
for 'Ii > '1i2 the functions 'l'i (Yi) are additionally determined lIt i (y,J = lIt i{Yi2)

(i = I, J t) . This assumption allows us not to take into account t he u pper cons traint
o n the difference [=h( i) - =, (i ) } in (1.7) and realize transition from variab les =j

(j E 1 m ) to variables 'Ii (i E /0) by the formula

( 1.1 0)

It is easy to see that P OPROI in the last cos t- t ime interpretation represents
a part icu la r case of POPRD3 under the condit ion that Gl f cons ists of a. uniq ue
path co n nect ing t he initia l and final vertices. A simila r cos t-time inte rpre ta tion of
PO P R02 also represen ts a pa rticu la r case of POPRD3 under the condition that
GM consists of para llel arcs . connec ting t he ini t ia l vertex with the final one.

The above problems of opt imal dist ribu tion of a portional resource have been
cons idered earlier. POPROI under a specia l condit ion (t he convexity of effective­
ness functions) W i\S cons idered in [I}. In Section 2 of t his paper t he corr es po nding
result will be ge neralized for some ot her condit ions (condit ions 1- -1:) .

Considerat ion of t his pro blem in Section 2 proves t ha t under cond itions of the
monoton icity o f effic iency func tions . the algorithm of POPRD2 solu t. io u prnct.i cnlly
coincides with the algor it hm of POPROI so lut ion unde r cond itions 1- ... .

PO PRO t in a genera l case was considered in many papers (see. for example.
m oncg rnph [2]) . In papers !3 . 41so lut ion algorit hms of this problem WNe ou tl ined
an d pa r iaily mvest.igated. In Section 3 a. complete invest iaauon of these alg or nhms
wtil h p givs-n .
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Etfecti v..nt"ss of POPRDJ for convex Iunctiona IS inv-stiga ted rn 15} Th.. C II ­

unucus va ria nt o f POPR03 for conve x functions is cons ide red in [GJ The &1~orJlhr..
o f POPR03 no t , In fact , a "projec t io n" of the algoruhm for eolvtne of a c",n t •••
uo u pro blem from (6). It is co ns t ruc ted by using a different itere u v.. schem e

2. PROB LDI OF OPT I ~I.U RESOURCE DISTRIB UTIO N
BETWEEN INDEPENDE:>T PROCESSES

The problem fo rmulated in (1.1)-( 1.3) will be consider ed , addirionai con­
straints (e l - C·n imposed on the funct ions 'I', (y, » :

CI : extr1

C" extr t• •

C3: extr,

C4: ext r j

= max, \II i a re nondecreasing and co nvex upwards;

= min, ~I are nonincreasing and convex downwards ;

= max, 'II; a re noni nc reasing and convex upwards ;

= m in, ~i are nondecreasing and co nvex downwards .

a b

I/;(Yi)

..-
<J

..-
<J

Yj Yi

j-1 J j -I j

c d

'tIj (Yi ) 'l' j (Yj )

• Yi Yi

J j +1 J j+1

Fi~ . I . Approxim..ll~ Iorm utJ Ih~ 'V. I Y.1 !unc llull.'i

..\ p p rox lllla t e form od the l~ i (Yi l fuu ctions is ,.. !WWl1 in ri ~ . I whe re t h vnr ia nt s

,"1 1-01 1 co rrespo nd to rond ir tons (. .. 1- Cl POpnDI under :ltldi thlll ,'l.1 eo n.Iu ron- l

( " Will 1Jf' rpIH' ('lI'.. cly deno ted .loS porn Oil POP HDII
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L..t II:» begm co nsrde ra t ro u with P O PU [)Il D,·nul,· hy ~:J the valu to b,.
.le rernn ned an the Iollo wmg way ( 5~ Fig . I ,) :

.l:} = ... .(j) - ....(1 - I), 1 = v. + 1, , Y,2, I E /o (2 I)

Determine the val ue .\ t ' = (L::-l" Y, 2) - Yo - Note th a l by virtue o f ( 1.4) t ile total
number of elements in t he set of all values { ~ij } determined i ll (2 .1) LS not smaller
tha n .\[~ . Now we ca n formulate tw o esse r tions.

A SSERTION 1. Let .\[ ' of minimal IJQ lu t~ ..l' (I = 1 .\f) be c h o~ t n fr om tht Je'
"J I •

o/ l'alut J { "\:j} dt:t t nnrntd fr om (2.1). The n th t , hoH n valuu can be dis t ribu ted
among Ol t sequences of tht f ollOWing fo rm

(2.2)

where I' U se me Jubu t of tht indtr Jet 10 14;hlch m du du $U ch i' that k., > 0 and

L"EI' ki f = st ' ,

PROOF follows direc tly from condition C l (see Fig. La) whi ch provides mon otone
non-decreasing property of ~~'i ' in each of the sequences (2.2).

A SSERTION '2 . Optimal 30lution POPRDll h:o, i E Io } i3 dd erman ed by value.s
k,. a.nd 4ub3d I' a.ppearing in A33ertion 1:

, , k
Yi O = Y,2 - OJ ' ,
, ,

YiO = Yi2 '

i E r,
;€ fo \f' .

P ROOF. lt is easy to observe that the value of the objective function of P OP RD11
for any solution h:o. i E fo} (o r br iefl y, for solution h :o}) differs from its value fo r
the solut ion {y' (i2)} in the sum of some Jf l values from the sets {ui j } . However ,
as it follows from Assertion 1, the solut ion h: o} differs from t he solution {vb} in
t he sum .\[ ' of minimal values from the set {~~j} which proves its opt imality.

Assert ions 1 and:! for POPRD11 are direc t ly transferred to POP RD1:! if
the values .j,' are not determined in the wav it was done in (2.1) but thev are

I ) ° •

dete rmined as follows: ~~J = l1'i (j - I) - ~i {j) . ~ow consider P OPRDI 3, Denote
by ~~~ the values de termined as follows (see Fig . La}:

~:j = lJt, (j ) - '1t i{j +- 1). j = Yil,Yd + 1, ... d J.' - 1. i E fo· ( ~.:n

Further dete rmine t he value .\/ " = :10 - L: - ~\I ' 11 . :"Jote that by virt ue of ( t Al
"he to ta l nu mber of elements in the set of val ues { ~ ~j } from (2. 1) is not smaller
than JI ll Now for POPRDI J two assertion s similar to Asser t ions I :U1 d 2 ca ll he
fo rmu la ted .

AsSERTIO:-: 3 . Let .H~' u/ manuna l colues ~'~ , (l = 1, .\J " ) bt Ch OH_ JI f or th e .'i d $
' I) I

of rolues { ~:i }. Tlu n thr chosen I:aIlJf3 can hr dr.i l r lbu ttd II UI<Hf g the ~t:qU( nco of

tht f orm

{ '" I . , ,, I }~. ,, } o, J = Y,"t . y,"l + . ' , :/1"1 -11:, ,, - ,
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A SSERTION -t . Op' lmal ,o/..,. o" 01 POPRD13 {y:~ .i E /o} u dd~nn lRtti 6, the
",.hat, k:' and ""h,ltt I" apptar1n9 .,1 "'''''tdion 3 lU follow, ;

" LII
!liO = !li2 - )ti"

"!lio = !/i2,

i E I" ;

iEIo\I" .

Proof of Assertions 3 and 4 is presented similarly to the proof of Assert ions 1
end 2.

Assertions 3 and 4 an t ransferred directly from POPRDIJ to POPRD 14. And
at the same time :':i = ~ , (j + 1) - ~, (j ) (compare with (2.3).

On the basis of Assert ions 1-4, the solution algorithm for POPRD t t­
POPRD14 can be substantiated . To simplify the description of this algorit hm
At (Yo,Jf,Yt .Y,.{ 'II i } ) (YI and Y, are M· dimensional vectors with the compo­
nents Yil and !/i2 respectively), we introduce some unified notations (31 is an in teger
scalar) :

~( i , y) =

M', when solving POPROII and POPROI2,

M" , when solving POPROl 3 and POPROI4;

~i (Y ) - ~i (Y - I), in solving POP RO II ,

~i (Y - 1) - ~ , (y ) , in solving POP RO 12,

~i (Y + I ) - ~ i (Y ) , in solving POPRO 13,

~i ( Y ) - ~i ( Y + 1), in solving POPRO 14.

(Assignment of values ~(i, y) in fou r above indicated cases is shown in Fig. 1). New
the algo rithm Al can be represented as follows:

T!,E ALGORITHM AI (Yo ,M,Y"y, , {~ ;} )

Initial step. Components YiO of a desired solution Yo are given initial " 30 1­

ues Yi2 (in solving POPRDll and POPRD12 ) or initial values !Ii i (in solving
POPRD13 and POPRD1 4). For the formed solution we determine the set of values
{~(i ,y,, ),iE Io} .

Iterative step (to be repeated Jlo times) . Determine the index i ' . su ch tha t

~(i' , y,' o) = min{:> (i . YiOl} .
•e10

For the found index i' we assume Yi' O = !li ' O -- 8. where tS = - 1 in ::,0 1 \" 1Il ~

POPROII, POPROI~ and 6 = + 1 in so lving PO PRD I3. POPROl-l . Then for th e
sa me index i' we additionally calculate the value ..l ( i' , Vi 'O) . In th is connection . If
!li' O :;:: !li'l (in case of POPRDtt and POPROt:! solu tion) o r VI' O :;:: !/i ' 2 (in (, :\~E" of
POPRDIJ And POPHOH solut ion) we assume ..l (i' , Vi 'O) = consr j , where (,O ll, t,

is a suffi cient ly large const ant (ccnst , can be ... iven the value Ina). -{ I~ (.. ,)_o 1=1 •.\1 • ., 1



.\ n lyae the algori thm A I h om the viewpoi nt of ita co m ple xity eli l Hfl a l l' 11 ",,1'"

ud tn what follow there will be ei t her eay m pto tjca l com p lexity f! IUll al,. • d .. ter ­
nnrnng t ht" charac ter of its value depend ence on the ma in problem p&ram~tel. wu h
the n sufficient ly large values , or ex pe rime nta l com plexity es t .im ates whi ch r~pl f"ti..nt
aver ge (by t he series of experiments with the algor ithm) times of calcu lation of
initi a l data random ly genera ted .

Regardless of the charac ter of the complexity est im ate Vi of a.lgori t hm A I it
can be represented as follows:

(2.4 )

where £I; and Ill' are com plexity estimates for the algorithm initial and itera ti ve
steps, respectively. Relation (2.4) will be applied for obtain ing the com plexity

estim ates of two modifications of the algorithm Al - algorithms A~ I ) and A ~' ) . in
wh ich we realize in various ways one of the t hree mass opera tions, i.e. an opera tion
of finding t he minimal value out of the values { ~ ( i , .v,o), i E l o} (ot her two mass
operat ions are opera tions of addit ional calcula tion of the values YiO and ~ ( i, Y'iO»'

T hus . consider algorithms AP)and Ai' ).
In the algorithm Ail ) the opera tion of finding the minimal out of a. finite

number of values is realized by means of the simplest algorithms of orde ring
A,(ISX, M ), where ISX is the array of minimal values and M is its length.

ALGORITHM A,(ISX, M )

Step 1. Set io = 1, i = 1.

Step 2. Set i = i + 1 and compare values ISX (i ) and ISX (io). If t he first one
happens to be strictly smaller than the second one, set io = i.

Step 3. If i = M , finish the procedure. In the opposite case go bade to step 2.

It is easy to observe that by the end of the algorithm A, operat ion the minimal
value in the array 15X coincides with 15X(io). Asymptotical complexity estim ate
of algorith m A, is evidently determined by the value

v, = O(M ), (2.5)

(T he va lue II, in (2.5) estimates the number of the simples t opera t ions of adding
and ccmpar jng ty pe fulfilled by the algorithm A, . The asym pto t ical com plex ity
estima tes of o t her algorithms, wbich will be described further in t he lexl , have the
same meaning).

In the al go ri t hm A~' ) the opera tion of finding the minimal value out of t he
fi nite number of values is realised with t he use of a. special s tructu re 51 which is
formed before the first itera tion of the algorithm and corrected in the course of its
it era t ive p rocedu re. Describe t he s tructure 5, and algorithms of its construction
and co rrec tio n. The cons idered st r uct ure 5, will be characterized by two integral
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rr n 1/ ..nd 1h wh..re JJ I n array o f the inmal v lu ... m drce &II'J I Y
n a rr y o f " Inte rna l coordi ne tee" of t he Initial values in d ices In ttl s t r uct ure

I'he uu t ia l valll e~ an y Will be , before , denoted Ly I SX eo ns tdermg IU length
as eq ua l to M Lengths of the rrays JI a nd JJ( ere equal an d they will L,.
Iurt her determmed. T he s t ruct u re 51 assigned by t he a rrays /1 end I K can be
schem t icatly represented in t he form of a t ree D1 T he lower level o f t h is rr ..e
co rr 'pond s to VArious values of the initial array / SX . Each new (h igher) lev el of
the tree is generated as follo ws : all ver t ices of the lower level Ace divided into pai rs
and t he best vertex o f eac h pai r (t he best ve r tex is t he o ne wh ich corresponds to
the s m a lles t va lue in the a rray I SX ) is " t ransferred" to a generated level. The
vertex which has no t found a. pair for itse lf also passes to the ge nerated lev el.
Construction of the tree D1 ends when the level co nsis t ing of one (root) vertex is
found . Ver tices of the tree D1 will be labeled by the indices of the corres ponding
a rray ISX values , however in order to sho w the co nnec tio n of this array with the
t ree D, it will be denoted by D,(IS X ,JI ). Fig. 2.a shows the tree D,(ISX .JI)
for t he array IS X = (5, 2, 8, I, 1.8, 4.3, 7.8, 8.0, 9.1, 10.2, 2.8).

Q

3

3 9

b

Fig. 2. The tree D I and tile path or the algoritluu

Be tween arrays I I . IK and t he t ree D1 of the considered an ucrure 51 there
~ co rrespon de nce. In a rray I I the ind ices of the array IS.\: values lie in t he
following ord er: firs t the indices corresponding to the -er t. ces of t.h .. lower level

then the indices corresponding to t he vertices of the fie) l If vel. -rr The mdice s
cor res p on d ing to vertices passing over from one leve l o f the D l tr ee I II nether
one (w hi ch IS not t he resul t of com pa rison wuh ei t he r v. r rices hu t h -ea use of the

ebseuce "f rherr pa ir ) iU P in clu dc-! o nl y ill t l 'O f 1.., .. \ J [ <\ r ay fl, ,. til :\ cort spend

to A nigher level ot ' he tree r: ,1. t!w r(; -r tina te uf array / h. t roe ah"rna '
witt. no nze ro mdices . For I; .. rh p••H 0 1 t.1 ver u ees of the t ree • 'I geu r <t c.' ~ In <.t

co urse o f '" hil(lwf It'' vf'J Iorm atrou. J In th.. " n ay 1/\' correspon is Co • h • ·ft e r tc

while the 1 rd-x which I::' In 11\ to the- right of it , indicate :II rh, :l UJl. ; 1 { II e
.nt -rnal ..~v". ~j ... t "lit· If! I~X cr tha t vertex which pes» ~ 0 \0 r i N'l1J1 ,0 l p I

ve rt tees p" lC l.l ) h. ~ ..ne r ted leve l. It i ~ easy to see that the nlj.uL.<r o: If"\ I L n



t he tree DI l determined o nly by the parameter .\1

L={ log, .If + I ,

(log, .lfl + 2, ot her wise,
(2 6 )

where L is so me integer and Iz), as usually, denotes an integra l pa rt z

Now co nsider algorithms (or construction and correction of the structure

S.(15 .\", .\I ) which will be a composite part of the algori thm A ~ 2 1 . The above
algo rit hms of construction and correct ion will be de no ted by A3(lSX , At ) and
A,(l X" If , i) respectively.

•

ALGORITHM A 3(lSX,M )

St,p I. Assume mo = M , m' = - I es well as lI(il = j , j = I, M .

S ftp 2. Assume m' = m' + 2, m il = m' + 1. If m" > m o the pro ced ure should
be finished; in the co nt rary case ass ume m o = m o + I , I K (m ') = 0, II« m " ) = rno
and go to the nex t step.

Stt p 3. Compare two elements j' = [I(m' ) and j" = I I( m"). If the element
l is be t te r t han i" ( i.e. I SX(J ' ) < [SX(J" ), assume [ I (m o) = P , otherwise
lI (m o) = J" . Go back to step 2.

It is easy to show tha t the number of iterations cf steps 2 and 3 in the algori thm
A 3 is equal to ( ~\f - 1). This result follows (rom an obvious re lation 2m = At -r m-l
whose le(t pa rt dete rm ines the to ta l number of t he t ree D1 ver t ices compared in
the algorithm A3 , while the right par t is t he total number of t he t ree DI vertices
(wit ho ut the root vertex and ver t ices passing to a higher level with no "pairs" taken
into account) . Thus , asym ptotica l com plex ity es t imate of t he a lgo rit hm A9, has
the (arm:

"3 = O(m ) - O(M ). (2.7)

Addition a lly it shou ld be noted tha t , since m = AI - I , the length of a rrays [[ a nd
1I< are (2M - 1).

Now form ulate t he main feature of the structure 5 1, generated by the algo rithm
A 3 in t he form of assertio n.

A :'SE:. R.TI0N 5. Th e lad dement m tht array IJ . i.e. tht d tmtnt 1[(2M - I },
mdl calt.! th t minimal indt z of Iht valuu Includtd In t!le Il rray [ SX .

P ROOf directly follows from the description of A3 . Passing over to the .11·
gc r- thm of et ructure 5 1 correction , consider its t ....-o modifica ti ons - algorit hm

A~I ) {ISX , .\f. io) and A~21 (ISX,M, io ) . Both algor it hms int roduce cor rec t io ns in
t he st ruct u re 5 J , connec ted with t he change of the io - the com ponent in [ SX .
All; .ri thrus A,4 ( I ) a nd A 4(2) realise movement along the path co nnecti ng, in the­
tree D t , tt,. ve rtex io with t he root vertex . In the cou rse of t his mov'ement t he
VI t t rces inrlu de d in this path a re corrected . This corr ec t ion is reduced to a possible

•
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replacement or t he ir indices. In the algorithm A~1) the above path goes to the the

root verte x. In the lgoruhm A~2} the movement may end by t he "arr iv" - 1..0 the
vertex whose index is not cha nged in the correc tio n procees . Fill; - 2.b sho ws how
the tree DdISX• .\( ), dep icted in Fig. 2.... , is co rrec t ed when the value oCI S X (S)
is cha nged (ro m 7 .S to 3.9 . The path of tree correc t ion is shown in ri«,. 2.b b)
double lines. The vertices par ticipa ting in co rrection act" conne-c ted to th is path

also by double line-s. The algorithm A ~t) "fo llows" the path (shown in Fit. 2.b) up

to the root vertex. The algo ri thm A~21 "follows" this path only to the third (fro m

below) level of the tree D1 since the rule or the algorithm A~2 ) stop (simulta neous
fulfilment of conditions II( i" ) = ] and j #: io) starts operating in the movement
along the second level of the t ree D I •

It is easy to see that the number of Ste p 2-4 iterations in the algorithm A ..
coincides with the number of levels in the s tructure SI t ree . Thus. the asy mptotical

complexity estimate of the algo rithm A.~I) by virtue of (2.6) gives the value

" . = O(log, M }. (2.8)

Note, t ha t the st ruct ure SI . connected with the rank ing of arrays cf a finite
length is desc ribed. for example, in [1} and in some earlie r papers. However, such
a detailed desc ri ption of this st ruc t ure an d algorithms of its construc tion and cor­
rection are presented (or the first t ime in t his paper.

Now we are able to determine asymptotieal com plexity estimates of the algo-­
rithms A ~ l) and A ~2 ). As to the algorithm A~I) the finding of minimal value among
{6.( i , giD), i E lo} is im plemented by means of the a lgorithm A2 • Therefore, using
(2.7) and (2.8), the asymptotical complexity es ti mate ,,~1 ) of the algorithm .-l ~l)
can be represented as

(1) - -
" 1 = 0 (,1.1 + ,1.1 M } = 0 (.\1 ,1.1 ). (2.9)

In the algo rithm ..t ~2 ) the finding of the minimal value among the values
{6. (i ,Yio), i E Io} is realized by means of the structu re SI in one operation. How­

eve r this st ruc t ure in the algorithm .-t ~2 ) should be, at first. ini tially constructed
and, seco nd ly, it should be correc ted up on complet ion of each itera tion. T he first
procedure is realized by means of the algorithm A3 , t he seco nd one - by means

of the algorithm .-l~l) . Using (2.4 ), (2.8) and (2.9) we de termine the a.symptotica l

com plexity estimate IIrll of the algorithm .-l~2) :

( 2\ 0 \
"1 = (. f + .\f log, M). (2.10)

Now consider POPR D2. The prob lem will be considered under each of t he
following additional cond it ions (C5. C6), imposed on 'Io , (y, ) (i = I. .If):

C5: lII i arf' non-decreasing;

C6: 'IIi are non-inc reasing.
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nUt - nu n , t"x U, _ mex under the co nd ition 6, will llt~ denoted by PO l'IlU21
or POPH D1Z, respec t wely. pOr nD2, wh ere ex t" =- min , ext " _ lUlU under tile
co ndi t ion 5 o r extr = ma x, ex t" :: min under the co ndit ion 6, will be de nutrd by
POPRD~3 or POPRD23, respecti vel y.

The alg orith m ..t , (yo..\! , YI , Y, . { 'II ,} ) sim ilar to the algorithm At ca n be p ­
plied to solve POP RO'lI - POP RON . Before describing the algor ithm A, we intro­
duce the novation used in its description:

.If = { (L::-:' y, , ) - Yo, in solving POPRD21 a nd POP RD22 ,

Yo - (L:: :' Y'I ) , in solving POPRD3 and POPRD24;

'/I (i , y) = { '/Ii (Y - I) , in solving POPRD21 and P OPRD22,

'/Ii(Y + I ), in solving POPRD23 and POPR D24;

'/I (i , YiI ) = const, = min{'/I (i ,Yid} - I, in solving PO PRD21 ;

'/I (i , Yi d = cons ', = min{'/I (i , Y, d} + I , in solving POPRD22;

'/I (i , y,, ) = eonsr, = min {'/I(i , Yo ' )} + I, in solving POPRD23;

'/I (i , y,, ) = cons ' , = min{'/I (i, y,, )} - I , in solving POPRD24 .

ALGORITHM A, (yo,.If, Y., Y" ('/I , })

Initial Step. Ascribe to the gi O of the desired solution Yo the initial Y i 2 (in
solving POPRD21 and POPRD22) or initi al values Yil (in solv ing P OPRD23 and
POPRD24 ).

Iteration step (to be repeated .\1 tim e.! ). Determine the index i' s uch that
~ (i/,Yi'O ) = extriEJo{~(i.Yj'o)}. For the found index i' assume Yi 'O = Yi 'O + 6,
where 6 = -1 in solving POPRD21 , POPRD22 and 6 = + 1 in solving P OPRD23 .
POPRD24. Then for the same index j' the value lI/ (i' ,Yi'O) s ho uld be recalculated .

T he proof that the algorithm A6 provides an accurate solut ion of POP RD 21 ­
P OPRD24 is trivial.

3. PROBLE~IS OF OPTIMAL RESOURCE DISTRIB UTION
BETWEEN INDEPENDENT OPERATIONS
WITH ARBITRARY RETURN FUN CTION S

We s tart considering POPRDI. Now considera tion wi ll be fulfi lled with no
additional co nditio ns limi ti ng the kind of functions 'l' j(yd . The co rres pondi ng
problem will be referred to as POPRDl a. For its solutio n we propose the alg o rit hm
co ns tructed by the scheme of dynam ic prog ra mming,

Description an d investigation of the algorithm require introducti on o f some no­

ta t ion. Denote by { P( y, /) }, where 1 is • fix ed subset of the se t 10 = {I, 2, .. . , .If },
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rhe f m iiy of prcbl rna where eac h of them with an essrgned Intf"J;, r p&t a m tf'f' ,
for m u l ted follows :

L 'It , (Y, ) - nUl 13 •
•E/

unde r co nst raints

L: v, = v.
.E/

!Ii - mr eger , i E I .

(3 ~

(3.3)

To provide feasibility of problems from the family {P (y , 1)} it is necessary that
the integra l par ame ters y satisfy the constraint

L: Yil = YI (I) < Y < y,(I) = L: Yi2 ·
iEI 'EI

(3..1)

Denote by 'II(y, 1) the opt imal value of the object ive function of the problem P(y, 1).
{ \If(y, Inwill denote the table of values 'II(y , 1) that corresponds to va rious values
of t he integral parame ter y, satisfy ing (3.4 ). It is evident t hat any tab le { 'It (y.l)}
has a dimension (length) n(l), where n(l ) = y,(l ) - Yt(l ) + 1 ( values y,(I ) and
y, (I ) are determined in (3.4)).

The basis of the co nsidered algorithm of dynamic programming is the following
eas ily ve rifiable relation which is true for any (complete) partition ing of t he subset
l' of the set 10 into t he eigen subsets I~ a.nd I; , and any integer y from the interval
[VI ( I ' ) , y,(I' ») :

"' (y , I') = extr {"'(y' , I') + "' (y - V', I ;n , (3.;)
'I I, .1; ,Ii )~,' ~ ,)C, ,1; ,1i l

where
VI (V, I; , I;) = max{YI U;), V - V, (I;)} ,

V,(V, I; , I; ) = max{ y,U;) ,V - VI (I;)} ,
(3.6 )

As i\ rule the a lgo rit hm (or dynamic programming incl udes two subalgo rit hrns :
t he first one wh ich cons truc ts the system of the objec t ive func t ion o pt im al values
ca n be condu n.nnlly ca lled a direct move while the second one is to be called
a re ve rse rno..'e. For brevity the problems family {P(y, I' )} will be denoted by
p el') and simply called - problems, Respecti vely, the table {"'(V, 11 ) for t he
p ro blem P(1') is deno ted by 'li ( I' ). Consider fi rst the a lgorit hm of the "direc t move"
(the ~ Ignnthm .-17 ). With Its he lp the valu.. of the objective funct ion 'I' (y . 10 is
eo nstm eted f. r the imria ] problem P(yO' 10 )) .

ALGORITHM .4 ,[ P(Vo, Iol)

ltv uml ' tq:. Inc lude 10 t it currer. t Ftont All prob lems P(i ). \ here I': 10 'uid
V1 1~ ,. each of lht· [rout pr ohle ms. hH10 1i; cons t ruc ted the t ao l(' to. , for rh In

ltr mtnn " ir ll (to h~ repeated lill the- Ltl\illing 0 ( " cu rren t fro nt , wmch . 'H­

I I , o f two pru blerr» 1'1II ) au d Pi l l ) Wi tt, ' I U 1, := I) . 1...'11\),1"" 1\\1,) p rob lem ...



Pl1; l nd Pt1i) In rhe cur ren t (runt I'he n, u ing ttwlr taL I,. 'II rJ d nd '!I(1 )
ud b) lil t" . n» 1)( (3 11, ('{;I n t.r uct t he ta b l.. ~ (l: u I; ) (or the p roblem PU: u I; )

Repl c III t he cu rre nt front the problem P(l: ) ltd P(1, ) by l ilt" problem pet )
"" here I' - I: u I, [Iro rn t he s tep descnption it is ~IlSY to concl ude that (or ~ IlY

cu rre nt (rout co m posed (rom the problems P(1. ), where k = I ,K, W P alway s h ave
h U /, u .I, =I.).

Co ncluding Stcp . Using tw o uniq ue pro blems P (lt } and P(l'! ) of the ru t rent
front and by means of (3.5) from tables 'l' tId and 'I' (I~:) we obtai n the opt unal
value 'II ( Yo. 10 ) of the objective function of the problem P(yo,/o}.

Note that with t he arbitrary 'lI l(y, ) the table 'Ir (yl) can be const ruc ted by
m eans of (J .5) with respect to tables ~(lD and 1J' {l; ) only by sc an ning all values

of t he parameter y' . An admissible region of inter val parameter y' changing is to
be determined by the following rela t ions (see 3.5 ), ( J. G» :

(3.7)

The described region (3 .7 ) IS shown in Fig. 3.a and Fig . 3.a corr esponds to the

case y,Ui )+ y,U; ) > y,U;) + y, U;) (ll(I; ) > oU;»), while Fig. 3.b corresponds
to t he case, determined by a reverse inequa lity.

From Fig. 3 it is easy to conclude, that the volume of a d irect scanning III

co ns t ruc tio n of the tab le ,It(l') with t he help of (3.5) amounts to the value

vU') = O[oU;),o(1;)J . (3.8)

From the same Fig. 3 it can be seen that obtaining of the opt im a l value of t he
objective (unct ion of the problem P(y', I') ( for some fixed value y') is connected

with scanning whose volu me is est imated by the val ue O[m ax{n(l: ), n(linl .

From (3.S) the following ca n be direct ly obtained.

ASSERT ION 6. .·.tJVm pto f' cal com plt xsty es tim ote of fflh/t lJI(lo ) co:u truct ion IQ the
'J /gon 1hm .-h amountJ to tht va/ut

v(1.) = O( L n(i,)o(i,) ) .
' .' J £ ID i l f l~'

(3 ~)

I t ". v.JI. th ; no ted t toat. fLo , · l... l . ror muia ted in asse rrion u dot's not depend
.In t he r ule t) f chocsing the pa rr 0 1.' pro .lems 1'1 the curren t. fron r i!} the rter at ive

<ilt ..p of ,"f "\' ~ Jiit'1;n 1 However eftic. encv of n reverse move subalgoritbm to be
co asid ~ r( I ·f":OW .<~o; ;'].; ,lJy .c pe O' IIt ....n tt. ... n..J,.. , a pplied. i! l t1 1 ~ a lgorithm 4 7, of

...j_. lI~, p a-r 0 1 join d pnbi ICl

A~ (.I) .. e rot! ' (Jf «oi ce. w(' ~1. tl cons r..Ier 1....·0 ..ucf rules (in OIUe" s-nse, ,po......
;;lt jOO ones, v ,!l r ules t he r " n ~ s or l : 1bl" m,. P(1') generat ed .n chc !f!... ·i l hl l ..1 _

•re U""(1 . " 11 -enks. Ienc ted l.y "1 1.'), h.l P It ...re•.m :....J i l l :H~' C(' Il' se uf,. -o .. ;thll .
· I~. 1" ", tI. P. p ro ble- , "( rt.e lnr 1&1 e ur t e n , ( ,·m, I,:h l n~n ~ ~ ,-rto ..1. ., i r, n .. tl ...0; e r o
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Fig. 3. Admiuible regions of interval parameters

ones. \Vith each correction of the front connected with the joining of the problems
PU; Jand PU;J in the problem PU'Jt be rank of a new problem is determined hy
the formula

rU' J= max{ rU: J, rU;J} + 1. (3.10)

Rule l. One of tbe chosen problems in the current front has a minimal rank
and the other has a maximal one .

Rule 2. Both chose n problems have minimal ranks with respect to other prob­
lema of the (rant .
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Acnon of nul" 1 ntl :! in t h~ algcrirh m AT ca n h,.. o !J""rv,,d 0 11 (Jill" if ....

D, . The tree D, vert ices cor res pond to pro ble ms PU' l wll,.p· the I~ljlltlllll .01.,
oper t whi le the res connec t eac h pair of ver nces correspondiug to tli .. jorned
problems P(I;> nd PU;) wit h the verte x of " co rresponding problem pU; u I; )
The tree D, for t he a lgo rit h m AT whi ch US 4"'S Rules 1 and 2 IS s hown ill F'ilo; -1 . 4 nd
-t .b , res pec t ive ly ( in bo th cases .\ f = 9) .

123456739

Fig. 4. The tree D~ for the aJ~orithm AT

Efficiency of the reverse move algorithm is influenced not only by the ru le
of choosing the joined prob lems in the a lgorithm A7 but also by the variants of
generating and storage of the intermediate in forma t ion .

A remark of a gene ra l kind s ho uld be made. Up to now we have co nsidered
on ly asympto rica! co m ple xity es t ima tes. But in many cases estimates of a requ ired
memory vo lume are im port ant too. These es t ima tes are especially import a nt for the
algorithms of d ynam ic programming, where a necessity of crea t ing and processing
relatively large a rrays of intermediate informatio n occurs .

Consider two variants of s to ring intermediate information in the co urse of
algorit hm A. work .

Va rlanl 1. T he tables \1' (1' ) of a ll problems P(I' } gene rated by the algorithm
A.; a re to be stored.

Va riant 2. T he ta bles of only those of problems P(l~ ) . wh ich compose the
current front . a re to be stored. And the table of each ne w problem is loca ted in
that regi on of memory wh ich was t aken by t he problems "joined by it" .

Consider two modifications of the a lgo rith m .4. 7 . In t he fi rs t one, which is

refe rred to as the algorit hm AV), in the iterative step of the algorithm A. one uses
Ru le I of the joined prob lems choice. In t he second modification, to be de no ted

bv A.~21. in the ite rat ive s te p one uses Rule 2. In t he algori t h m of t he direct. ,
and reve rse moves of t he cons ide red so lut ion of POPRD1 5 (prob lems P(Yo. 10 ) the
main co mpone nt in the total volu me of intermed ia te informatio n is t he s umm arized
volume of t he stored tab les IJl' ( 1' ). Th is volu me will be deno ted by q~ for va ria nt I
a nd by 'l~ fo r var ia nt 2 o f s to ring inte rmedia te informa t ion. T he following is va lid :
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,\(

q~ = 1: ,, (i ).
i = 1

.\/q; = 1: (.11 - i + 2)n(i) - '1 (1 ). (31 2)
,= I

M

q;= 1: n ( i)( ~og ,.I1 1 + 1)
1= I

(3.13)

(ac t ua // y th t tJ tzm at,,, f or th e volume of sto red inform ati o n are repre u n ted 111

(3 .12) and (3. 13)).

3) For modificat ion A ~l ) the value q~ iJ man. ma/ lf the order 0/ ·connatlng "
the problem" P(i) to th e p rocedure of the cu rrent f ron t carraho n 1$ dttt:nnwed 6)'

permuta tion i ~ , i;, ... . . i ~\l ' f or which

(3.H )

Further , consider two modifications of the reve rse move algc rjth m. One of

the m, denoted by A~l l , is oriented to variant 1 and the ot he r. one deno ted by A.~:?I ,

to variant 2 of storing the intermediate info rmat ion, generated in the algorithm .-h
Let us accept tha t in varia nt 1 ( t ables 1It (/' )) are stored) of all problems. generated

in the algo rithm .-tr after "removal" of each problem P(P' ) from the current Irene.
the table >1< (/" ) for this problem is replaced by the tab le { y,( y, I")} (o r brieflv. by
the table {YdY )}, where Yl is the opt imal magnitude of the values y' from p .IS ).
Let us also accep t tha t in variant '2 of sto ring the inte rme di ate information together
with t he tables 'li (l~ ) of the current front problems t he t ab les i l ( I ' ) of the same
problems a re also stored . To realize ho t h conditions, it is necessnry to form the
table Yl(l' ) parallel to far ming of each table '11 (1 /) with the help (If (3. l S) and It

does not change asymptotical estimates of the algorithm Ai memory.

Since in the algorithm A~') the algorithm .-\to must be used as a ccrnpcne n t .

one can consider two mod ifica tions of t he algorithm ..l. ~2 J : algoruhms .-t~: . : I and
. 1'-' ) \ J ' hi ' I .1',11 'J I·fi · IIIJ"1s .; n In tea gorrt im J"1 s one can cons r er a m o e I cnuon A _ . aud III

t he algori thm A~" ' I - a modification A. ~' J of the algotithm Ai .

Now the four mcdificnrions or the algorithm .49 or POPRDl j :-l1 ! Utl\) 11 ':\ 11

be const ructed . These modificat ions will he referred to as algor nhm A ~' I ·. 1 wrt h

f1 , l , E {1,~}, considering tha t f1 == I and fl == ~ ccr respoud to rules I ~nd ~ i
choosing t he problems in the itera tive s tep of the a lgorithm Ai , and 1'1 == 1 '\ Ih \

f, = :! co rrespond to varia nts I and ~ of etonng t he iut ermediate inform. 11 II.

genera ted by the algo rit hm .-1 7 • W ith fixed I, and f" t he alcor nluu '1~"'1 include

t he algo rithm , l ~'d ,'\5 the direct move algo ru hm and .1S ,,\ 1'l'\'I'I '" llhl\',· "l l;Mllhl1l
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t he -t~'I ) algoruhm will hf" included with I, _ I
I .,
1 :. • .

lid algori t lnn wi t h

~ . PIlODL E~IS Of OPTI ~L\ L IlESOU IlCE DlST IlID UTlON
BETWEEN DEPE:-lD E:-lT OPEIlAT IONS

IN CAS E Of CONVEX IlET UIl:-l f UN CTI ONS

, -
Yi'l = !Ii - Yil·

, -
!Iii = Yi - !/i 'l ,

In th is sect ion we consider POPR D3 formulated in Section 1. Consideration
is: carried out unde r the ad ditiona l co nd it io ns ci and C ot described in Section 2.
.\ nd here POPRD3 under conditions C I-C~ is denoted by POPRD31 , POPRD:12,
POPRD33 an POPRD34, respectively.

The followin g is valid :

A SSERTION 8. PO P R D33 and POPRD3-/ can be reduced to the prob lems of
POPR D31 and POPRD32, ,upte/ively.

It is easy to see that for the pairs POPRDII and POPRDI2, POPRDl 3 and
POPRDI4 the assertion analogo us to Assert ion 8 is val id . However. in Section 2
we did not reso rt to a correspo nding consideration, an alyzing each of the ab ove
pairs of prob lems separa te ly. As to the problems POPRD31-POPRD34 the furt her
co nside red algorithm of their solut ion can be dire ct ly appl ied only to POPRD21
and rOPRD2~. .Accord ing to the kind of the objec tive funct ions . POP RD3 1 and
POPRDJ2 ca n b€' respectively inte r preted as t he problems of m a.xim iza t ion of a
total effect or of t he proble m of min imi zat ion of to t al expenses in fulfilme nt of
com plex opera tious within an assigned ti me y .

Conside r one important resu lt ..... hich will be essential in construction of
the algorithm A,to ((;~ . Yo. r l , Y2, { lft i } ) intended for so lut ion of POPRD31 an d
PO I' Iluaz. Deuo te by Z(y) = {=, (y ). i = I. IO }, the opt .i rnu l solut io n of 1'0 P R D31
or POPflD;t! when It-placing Yo in ( l. oS) by y (pa ra me ter y is integer) . Considering

co us r, s urfi cientl y lan;e ( for example. co nst6 = L'E/o l'l1 j (Yi 'l ) - 'l'j ( Yi l )1 ) de te rmine
. ) ( I ) d 12} .for " ac h HC I o f t he ne two rk G:\j the values ..l=;{ y • C, an c.,. ( I = 1, .\1);

PROOF . Subst itute the va riab les in the problems POPRD33 and POPR D34

Y: = fii-Yi , (4.1)

where Yi is any const ant not sm aller t han Yi 'l (i = 1• ..\f ). It can be ve rified t hat
in t he new variab les t he monotonically increas ing funct ion 'ifi (yd becomes mono­
tonica lly decreasing and vice versa. And the ch a racter of convex ity (convex ity
downwards or convex ity upwards) of the func tion '1I i (y;) is no t changing. T his
pro ves the co nside-red asser tio n (see also F ig. 1).

It should be noted that in substit uting the variables in (4.1) the bounda ries of
ch a nges of new variables y: are dete rm ined as follows :
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cll ) _ { 0,
- 1>!' ,[A , ,( y) + 1J - >!' , (A ' , (Y)II .

..1.:. {y ) > !I. l' ,

VII :s A z, (y ) < !/o'l . (4. J)

c ( 'l) = { co ns ra. ..1..:, (, ) < u. «, ( 4 4)

1>!' , [A: ,(y)] - >!' , (A : , (y) - III , y" < Az, (y) .

Denote by C(y ) t he network GM and its arcs by means of (4. 2)-( 4. 4). The

values c~ l) (!I ) and c~2)( !I) or upper a nd lowe r capa.cities (i E 10 ) are ass igned. O n the
network C (y ) one should consider various cuts which will be characterized either
by corresponding full partitioning o f t he set ~f ve rtices 1"" into two subse ts i d yl
and J, (y ), where 1 € ll (Y). m E J, (y) , or by corresponding subsets of arcs u(y ) ,
whose one part !AI (Y) includes straight arcs [i.e. arcs (i b ) ,) for which i , E Jd!l )
)2 E J, (y» , and the ot her part U2 (Y ) a re the inverse arcs (j:. j~ ) (i.e. arcs for which
j~ E J 2 (y). ), E Jdy». T he value of any cut u(y ) in the network G(y ) is to be
determined as follows:

c( n) = L cl"( y) - L cl' l(y).
iE~ l (" ) iE ~, (y )

(4.5)

Denote by u or (Jdy), J2 (y )) the minimal cu t in the network G (y ), i.e.. the
cut for which the value in (4.5.) is minimal. Now we ca n formulate a necessary
result .

A SSERTI O N 9. Let POPRD31 (PO PRD3t) with Yo = Y be adm iwbfe ond have
the .1olutio n Z(y) . Let the minimal cut (ll (y), l 2(Y» be determm ed [or the network
G (y) . IJ the value oj this cut does not ereeed the value ccns t ., th en ilolutJon Z (y.-l )
POPRD31 (POPRD3tj With Yo = Y-1 can be obtained f rom the solut ion Z (y ) as
[oltows :

' j (Y - 1) = { : j (Y),
:j (Y) - 1,

j E J,(y);

j E J,( y) .
(46 )

The proof can be realized by the known scheme used in the a nalysis of a
classica l prob lem referred to as t he minimal cos t network problem [8. Chapter :~ l.

From Assertion 9 follows the possibility of recurrent const ruction of solution
(Z( y)} sequence . Const ruc tion of this sequence begins with the value of the param­
eter y, coinciding withy yfflU : Z(ymu) . The cons t ruc tion of the sequence {Z (Y J}
should be finished with the value of the parame ter Y. coinciding with Yo .

ASSERTI O:,,/ 10. Let =; be the length of a m inimal path. con n ectuvq (' n t H 1 u·,th
ver ter j (j > I, =iu = 0) In the netwo rk GM With the IITC len gths (-OHlC l ri lTlg ILl th

the »aiues !/i2 (i E 10 ) , Then

j E J~ .
( 4 ; )

PROOF Optimality of the solut ion z(ymu ), determined in (-I. i) fo r r OPR D:n
POPHD32, follows from the fact , that for all opera tions i (i E 10 )

• ( mu ) ( "" ) >-"Ii ) Y - ='111 Y _ Y, 2·

r



Hy virtue of monotomcity of the efficiency functio ns, it provides m xllnal total
~tfi Cl t't n c y l PO P RD31) nrinuual total expenses ( POPRD32) when (ulfillill~ all op­

r at tons wu hm the- time ymu . For the values of the parameter y there also "XI l ft

lower b ound ry ymlO\ no its violetion leeds to admissibility of corr espond ing prob­
lems. Let :::;.0\ be the length of t he shortest path connecting vertex I wit h vertex
fJI in the network GMwith the arcs lengths de te rmined by the values YII (i E l).
Th,n

(U)

Thus, A correc t st a tement of POPRD31 and POPRD32 assumes that

O n t he basis of Assertions 9 and 10 the solution algorithm for POPRD31 and
PO P R D32 ca n be represented as follows:

Init ial step . Cons t ruc t the so lu tion Z(ymlU) with the help of (4.7). Generate

the ne twork G( ymu), i.e . by means of (4.2)-(4.4) assign the values C! l)(Yim u ) and

c~21(Yia.x) for each ere i (i E 10 ) of the network GM.
..

Ite rative step ( to be repeated (ymu: - YO ) times).

1. Determine a minimal cut {udy), u, (y)} in the network eM' \Vith the help
of (4 .6) co ns t r uct the solut ion Z( y - 1) with respect to & found cu t and the known
solu tion Z(y ).

2. Determine the values of lower and upper capacities of the arcs in the network
G( y - 1) using the following "reca lcula t ion formulas"

C! ll(y _ I ) =

cl 'l(y - 1) =

C! 11(y) ,

c! 'I(y),

I 'i' , [~ =, ( y ) +'21- 'i';[~ =; (y ) + lJ l.
(21

Co (y "
c!1 1(y) ,

I 'i';[~ =,(y) -lJ -''i';[~=; (y) - 2]1,

i 1 Ul (y) U u,(y );

i E udy) ;

i E u,( y) .

i 1 udy) U u,(y);

i ~ u, (y );

i E udy) ·

(4.10)

(4. 11)

J. Ass ume that !J = 'J - I and complete the iteration.

An important component of the algorithm A1 0 is the algorithm of construct ing
t he m inimal net work cut or the algorithm of finding the maximal fl ow which solves
t he erne problem.

!II the classical sta tements of t he network the problem dealin g wit h the max­
Im ,,"1 flow in a netwo rk . has unilate ra l cons traints on the arcs capacit ies. [n the
pi s-nce of bilateral cons traints there nppeers the diffi culty connected with crea tion



of t he initial Ieastble fl ow. Such difficulty dcea not exis t (or the above algcruhm
aero flow is Ieaaible in the first ite ra tio n, while a max imal fl ow ob tained lD t he

previous itera tio n i feasible in the cur rent itera t ion (i t fo llows from (4. 10), (4 1J))

Consider esympto rical esti mates of a work ti me Via and of a required memory
910 (or the algorithm A.l o. The esy mp to tical estimate of a work time of the ..Igo­
rit h m Ala itera t ive step is determined by the analogous estimate for the algorithm
of fi nd ing a maximal flo w in the network GM. The best estimate among the known
algorith ms has the form v' = O( m 9 ) [9), hence . tak ing into account that the num­
ber of ite rarions (Ymu - Yo ) does not exceed the values 90 = LIE I. b/l2 - Y,l -e- J )

and an initial step asymptotical est imate (determined by the analogous estimate of
finding an extreme path in the network ) ha.s the order of D(.Af '), we obtain

V IO = O( qo m') . (4 .12)

T he volume of intermediate information in the a.lgorithm Al o is maximal when
the a.lgorithm of finding a maximum fl ow is used within the general proced ure. f or
the bes t a.lgorithm recommen ded for inclusion in AI O, such est imate has the form
O(M) from which qlO = 0( .11) .
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